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Automatic detection and segmentation of objects in 2D and 3D microscopy data is 

important for countless biomedical applications. In the natural image domain, spatial 

embedding-based instance segmentation methods are known to yield high-quality results, 

but their utility for segmenting microscopy data is currently little researched. Here we 

introduce EmbedSeg, an embedding-based instance segmentation method which 

outperforms existing state-of-the-art baselines on 2D as well as 3D microscopy datasets. 

Additionally, we show that EmbedSeg has a GPU memory footprint small enough to train 

even on laptop GPUs, making it accessible to virtually everyone. Finally, we introduce four 

new 3D microscopy datasets, which we make publicly available alongside ground truth 

training labels. Our open-source implementation is available at https://github.com/juglab/

EmbedSeg
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Method

Following Neven et al 's work [1], we train a neural network to predict 5 outputs in 2D (and 

7 outputs in 3D) per pixel - these are offsets in x, y (and z) of each pixel to the object 

center, margin bandwidths in x, y (and z) of each pixel and a seediness score. Different 

from Neven et al, where the authors considered the centroid to be the object center, we 

choose the medoid since it has the desirable property of always lying within the object. 

During training, we directly optimize for the intersection-over-union (IoU) metric using the 

Lovasz-Softmax Loss [2].    
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Table 1. Quantitative evaluation on three 2D datasets.  For each dataset, we compare results of multiple baselines 

(rows) to results obtained with our proposed pipeline (EMBEDSEG) highlighted in gray. First results column shows 

the required GPU-memory (training) of the respective method. The remaining columns show the Mean Average 

Precision (APdsb) for selected IoU thresholds. Best and second best performing methods per column are indicated 

in bold and underlined, respectively.

Fig. 2. Qualitative results.  EMBEDSEG and two baselines compared on representative images of the BBBC010 and 

Usiigaci datasets. Columns show: full input image, zoomed insets, ground truth labels (GT), and instance 

segmentation results by the 3-class U-Net baseline, the best performing competing baseline, and EMBEDSEG. 

Note that each segmented instance is shown in a unique random color.

Fig. 1. Visualization of the training procedure of EMBEDSEG. An exemplary input image (top-left) and the 

corresponding target ground-truth instance mask (top-right) are shown. The foreground pixel locations for each 

object are concatenated with the corresponding offset predictions to give the resultant pixel spatial embeddings. 

Next, by querying which pixel embeddings give a likelihood greater than 0.5, we can back-track and identify the 

source pixels and thus in turn calculate the final predicted instance mask (bottom-right). In the bottom left image 

we show:  ground truth instances as a binary mask (white regions), the embedding location and the instance 

clustering bandwidth (thresholded at a likelihood of 0.5) as a larger, semi-transparent ellipse, and the learnt 

spatial embedding locations (smaller dots inside ellipses) of 5 randomly chosen foreground pixels per predicted 

instance (colored plus signs). 

Fig. 3. Qualitative results of EMBEDSEG on the Mouse-Organoid-Cells-CBG (top) and Mouse-Skull-Nuclei-

CBG (bottom) datasets.  Columns show orthogonal XY, YZ and XZ slices of one representative input image, 

ground truth labels (GT), and our instance segmentation results using EMBEDSEG, respectively. Note that 

each segmented instance is shown in a random but unique color.

Fig. 4. We integrated EMBEDSEG as a napari plugin at https://github.com/juglab/EmbedSeg-napari 

Owing to its low GPU memory requirement (which we enable by activating virtual batching), we hope that 

EMBEDSEG can be used to train and predict on many commonly available laptops.
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