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● The black-box nature of neural 
networks represents a barrier to 
physicians’ trust and model 
adoption in a clinical setting

● Saliency Maps are a popular set 
of explanation methods but they 
are untrustworthy for for medical 
image interpretation 

● Segmentation models can 
produce accurate pixel-level 
maps, but expert annotations 
are limited

● We introduce CheXseg, a 
semi-supervised method that 
leverages both expert 
annotations and saliency maps

● CheXseg reduces the overall gap 
to radiologist localization 
performance (mIoU) by 57.2% 
compared to solely using 
DNN-generated saliency maps.

Introduction

Dataset

● Multi-label semantic 
segmentation task

● Classify each pixel of a chest 
X-ray image into 0 or more of 10 
possible pathologies

Methods Inter-Pixel Relation Network (IRNet)
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CE Loss

MSE Loss

● Grad-CAM is used to obtain 
saliency maps from the 
chest x-rays

● DenseNet-121 is used as the 
pre-trained classification 
model

Setup

● We utilize CheXpert, a large 
dataset with ~220k chest x-rays of 
~65k patients

● Validation set of  200 + Test set of 
500  radiologist-annotated chest 
X-rays

Workflow

● We compare and contrast semi-, 
fully-, and weakly-supervised 
methods

● DeepLabv3+ is used as the 
core semantic 
segmentation model 

● IRNet is used to obtain 
per-pixel segmentation 
masks called  weak 
pseudo-labels from the 
saliency maps

● It improves CAMs by 
training two output 
branches - a displacement 
vector field and a class 
boundary map 

https://arxiv.org/pdf/2102.10484.pdf
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● Combining DNN-generated 
saliency maps and expert 
annotations

● We vary the probability p of  
selecting an expert annotation in 
a single batch

● p = 0.9 (CheXseg) gives the best 
mIoU performance of 0.27

● CheXseg beats both the weakly 
supervised case (mIoU of 0.156) 
and the fully supervised case 
(mIoU of 0.246)

Experiments ● We investigate the impact of 
using various encoder 
initializations on segmentation 
performance

● For all methods, the best models 
are initialized with CheXpert 
encoder weights

Comparison to Radiologists Cardiomegaly

CE Loss

MSE Loss

● CheXseg reduces the 
overall performance (mIoU) 
gap with radiologists by 
57.2% compared to the best 
weakly-supervised method

● CheXseg outperforms 
radiologists on Atelectasis, 
Airspace Opacity, and 
Pleural Effusion

Qualitative Results

● We show the qualitative 
results for Cardiomegaly 
and Airspace Opacity

● CheXseg gives better 
visualizations as compared 
to the best 
weakly-supervised method

Airspace Opacity


