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CNNs are not robust
against domain shifts.
NV Relatively small
PREDICTION differences in image
statistics can cause
substantial performance
degradation.
GROUND
TRUTH

Take Home Message (1)

)

)

N

N N [ . 2\
Train N, S on SD. Now, fix S and adapt N for each test
Q1. Which parameters to adapt? image. N is shallow to allow contrast modulations
without substantial structural changes.
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Q2. How to drive the adaptation? )
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Optimize 0 for each test image. adaptation.
Unsupervised Learning - - XTI § = argmax, P () P(zr1ly)
- J




